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Abstract

The techniques of neutron interferometry and neutron diffraction were used to determine the
coherent and incoherent neutron scattering lengths of '3C. From a neutron interferometry
measurement of the optical path difference in liquid samples, 13CS, versus ™'CS,, we obtain a
bound coherent scattering length of beop 13c = 6.542 £ 0.003 fm, which differs appreciably
from the standard tabulated value of 6.19 & 0.09 fm. The resulting contrast of only 0.106(3) fm
with respect to beop naic = 6.6484 £ 0.0013 fm has consequences for neutron diffraction
experiments involving '3C isotopic substitution. Combining our result for beop, 13c With precise
neutron diffraction measurements of the self-scattering intensities of liquid samples, '*CS,
versus "CS,, and 3CO, versus '2CO,, we deduce a bound incoherent scattering length of
bincon,13c = —0.42 £ 0.24 fm that is consistent with the standard tabulated value of

—0.52 £ 0.09 fm. The results presented here have required accurate measurements of small
effects, for which particular attention has been given to the data analysis.

1. Introduction

Neutron scattering studies of condensed matter clearly require
accurate values for the coherent b.., and incoherent bjncon
scattering lengths of the elements present in the sample under
study. In particular, isotopic substitution techniques in neutron
diffraction, wherein chemically identical samples are prepared
having different isotopic compositions, rely on accurate
knowledge of the coherent scattering length contrast Abcon
between isotopes of a given element. In the case when Abcqp
is rather small (<0.5 fm), inaccuracies in the b can lead to
large relative errors.

Due to its omnipresence in organic, biological and macro-
molecular systems, the element carbon (C) is particularly at-
tractive for isotopic substitution studies. Naturally occurring
carbon ("C) has only two stable isotopes: '*C (98.89%)
and 3C (1.11%). Experimental values for beo, and bipcon Of
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natural carbon and its two isotopes are listed in standard refer-
ences on neutron scattering lengths (Rauch and Waschkowski
2002, Sears 1992, Koester et al 1991, Mughabghab e al 1981).

The coherent neutron scattering length of ™'C was deter-
mined very accurately using the methods of gravity refraction
(Koester and Nistier 1975) and neutron interferometry (Freund
et al 1985) to be beoh natc = 6.6484(13) fm.

For the '*C isotope, the currently accepted standard value
of beon,13c = 6.19(9) fm stems from a Christiansen filter
experiment (Koester ef al 1979) based on contrast-matching the
small-angle scattering signal of a K,COs powder containing
90% 3C and 10% '2C, and agrees with an earlier result of
6.0(4) fm deduced from the scattering intensity of a Ba'>*CO;
powder (Koehler and Wollan 1952).

The high abundance of the >C isotope allows a relatively
precise coherent scattering length to be deduced from the
currently accepted values for '*C and "C, rather than

© 2008 IOP Publishing Ltd  Printed in the UK
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through independent measurement, resulting in beop 12c =
6.6535(14) fm as tabulated by Rauch and Waschkowski
(2002).

These standard tabulated values would therefore imply
a coherent scattering length contrast of 0.46(9) fm between
BC and "'C, which is sufficient for isotopic substitution
experiments using modern instrumentation on high-flux
neutron sources. The technique of neutron diffraction with
isotopic substitution (NDIS) is widely used to determine partial
structure factors (PSFs) of structurally disordered systems
such as liquids and glasses (see e.g. Fischer et al 2006 for
a review). A sample’s measured diffraction intensity is a
weighted sum of PSFs each involving a pair of atomic species.
The decomposition into individual PSFs requires the ability
to vary the coherent scattering lengths in the sample, whence
isotopic substitution. The Fourier transform of a PSF gives the
corresponding partial pair-distribution function in real space,
which expresses the probability of finding an atom of type A
(e.g. carbon) at a certain distance from an atom of type B
(e.g. oxygen). Partial pair-distribution functions derived from
NDIS studies are an important source of information for
understanding the structure of disordered systems.

There have been reports of '*C/™C NDIS experiments
by Turner et al (1991) for pure methanol and Kameda er al
(2004) for sodium acetate solution. Turner et al (1991)
report atomic coordination numbers that are too low by a
factor of more than two, indicating that the scattering length
contrast is smaller than the 0.46(9) fm expected from tabulated
values. Furthermore, using single-crystal neutron diffraction
methods, Young et al (1997) refined the crystal structure of
a partially '3C-substituted organic molecule and found a very
small scattering length contrast. In fact they refined an average
13C scattering length of 6.56(3) fm, a value that is completely
consistent with our result of beop,13c = 6.542(3) fm. Finally,
a recently attempted NDIS study on CS, (Mason 2005) also
implies a smaller scattering length contrast than expected.

As concerns carbon’s incoherent neutron scattering
lengths, the spinless isotope '?C produces no incoherent
neutron scattering, so that the incoherent scattering of "*C
comes entirely from the presence of the rarely occurring '3C
isotope. In the aforementioned study that obtained beop 13c =
6.19(9) fm, Koester et al (1979) also deduces a value of
bincon,13c = £(2.3 + 0.8/—1.2) fm from the total scattering
cross-section of ™ C (Houk 1971) combined with his result for
bcon,13c. However, due to the small abundance of 13C in natural
carbon, his value for bjycon,13¢ has very limited precision. The
standard tabulated value of biycon 13c = —0.52(9) fm results
from a polarized neutron scattering experiment that measured
the nuclear polarization of '>C present in a sample of Ba'3CO;
powder (Glittli et al 1979). This standard value for bincon,13c
is marginally consistent with the theoretical value of —0.4 fm
by Normand (1977), but the recent work of Aleksejevs et al
(1998) suggests the smaller-magnitude value of —0.26 fm.

In view of the inconsistency among experimental results,
and the importance of accurate values for the neutron scattering
lengths of '3C in isotopic substitution studies, we decided
to undertake neutron interferometry and neutron diffraction
experiments to measure beop 13c and bincon,13c. The choice of

the liquid state for our CS, and CO, samples was motivated
by two advantages: (1) a liquid sample can have a well defined
and reproducible volume and geometry, which is capital for
proper data normalization; (2) a liquid’s diffraction pattern
is a smoothly varying function that is easily fit and does
not require detailed information about instrumental resolution.
The simple linear intramolecular structure of CS, and CO,
is also amenable to molecular dynamics (MD) simulations,
which aided the analysis of our diffraction data. In addition,
the symmetrical position of carbon in these molecules helps to
reduce possible quantum effects arising from the isotopic mass
difference (e.g. (Tomberli et al 2000, Badyal et al 2002)).

Our neutron interferometry experiment on liquid '3CS,
and "™'CS, resulted in beon3c = 6.542(3) fm, giving a
scattering length contrast of 0.106(3) fm between '*C and
MUC, This contrast is about a factor of four smaller than the
0.46(9) fm expected from standard tables, and is consistent
with the results of attempted NDIS studies mentioned above.

Our neutron diffraction experiments on liquid '*CS, and
"CS,, and on liquid *CO, and '>CO,, lead to a value of
bincon,13c = —0.42 £ 0.24 fm that is consistent with the
standard tabulated value of —0.52 £ 0.09 fm, and very close
to the theoretical result of —0.4 fm. The accuracy of our
diffraction results is limited by the purity of the '*CS, sample,
and by knowledge of the molecular density of '*CO,, as
compared to '2CO,, relatively close to the critical point.

By combining our neutron diffraction data with x-ray
diffraction data, and making use of our value for beoh 13¢ =
6.542(3) fm, we have also been able to determine the partial
structure factors of liquid CS; and liquid CO,, which will be
reported elsewhere (Neuefeind et al 2008).

2. Neutron interferometry experiment to measure
beon,13¢

Neutron interferometry (e.g. Rauch and Werner 2000) is
analogous to photon interferometry, and provides a very
precise method for measuring coherent scattering lengths.
Note that neutron interferometry involves quantum mechanical
correlations between particle wavefunctions separated by
macroscopic distances (several cm) that are much larger than
neutron coherence lengths of order 1 um. A schematic of the
technique is illustrated in figure 1. The presence of the samples
induces a phase difference A¢ between the two components of
the neutron’s split wavefunction. This A¢ can be revealed by
plotting the counting rate of the O or H detector as a function of
an additional phase shift that has a nearly linear dependence on
a small change in the phase-shifter angle § (Rauch and Werner
2000, equation (2.7)). At each angle § in the phase-shifter
scan, the counts of the two detectors are measured with both
samples raised above the interferometer (samples OUT), and
with both samples precisely lowered into place (samples IN).
Two sinusoidal curves are thereby generated for each detector
and show a relative phase difference of A¢ for samples IN
versus samples OUT. Note that the O and H detector counts are
always 180° out of phase in ¢ with respect to each other, due to
conservation of probability (since a given neutron is captured
by exactly one or the other detector). A phase-shifter made of
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Figure 1. Schematic of a neutron interferometer, cut from a single boule of a perfect Si crystal. The incident neutron’s wavefunction is split
by the first Si ‘fin’ into a transmitted (O) and a diffracted (H) component. The two samples modify differently the optical path lengths of the
two wavefunction components, which thereby accumulate a relative phase difference A¢ that affects their interference when recombined at
the third Si fin. A phase-shifter of variable angle § induces an additional phase shift between the two paths of the split wavefunction. The
detected counting rates of the exiting O and H beams, measured as a function of the phase-shifter angle with and without the samples in

position, allow A¢ to be determined.

Si monocrystal, as was the case for our experiment, need be
rotated only a few degrees in physical angle § in order to cover
47 (i.e. 2 periods) in ¢. The counting rates of the detectors
can be as high as 1 kHz, and several phase-shifter scans are
generally performed in order to increase statistics.

The measured phase difference A¢ (in radians) between
the samples IN and OUT is directly proportional to the
difference in optical path between the two trajectories of
the split wavefunction, and therefore directly proportional to
the difference in average (i.e. coherent) scattering length Ab
between two samples of identical thickness:

A¢ = niDAD, 2.1
where A is the neutron wavelength, n the atomic number
density and D the sample thickness measured along the
paths of the split wavefunction. Of course it is possible
for one sample to be void, and then A¢ corresponds to
the phase difference induced by the single sample used.
However, a differential measurement between two samples,
one having known scattering lengths, generally offers much
greater precision in determining an unknown scattering length
in the other sample. We therefore performed a differential
measurement comparing "CS, and *CS, samples.

2.1. Interferometry measurements on liquid CS>

The high-purity "CS, (>99.9% CS,, <1 ppm benzene) was
purchased from Sigma-Aldrich. Isotopically enriched '*CS,
(97-99% '3C) was purchased from Cambridge Isotopes (MA,
USA) in sealed 1 g vials. Although we have no information
on the chemical purity of the '*CS, sample, one would expect
some benzene contamination, since chemical purity is harder
to achieve when producing small quantities of isotopically
enriched samples.

We carried out our interferometry measurements at the
S18 neutron interferometer (e.g. Kroupa er al 2000) of the
Institut Laue-Langevin (ILL) in Grenoble, France. We used a

50000 T T T T T T T T
Run B: ™'CS, in beam I, '*CS, in beam 11
e o) Q
40000F 2 % 2.2 A 1
IN (O)
®
S 30000} .
8
S
(53
Q
© 20000 b
o
IN (H)
10000 | 1
8 8.5 9 9.5 10 10.5 11 1.5 12 125
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Figure 2. Neutron interferometry data for a typical phase-shifter
scan, in this case part of run ‘B’, having "™*CS, mounted in the

‘beam I’ leg of the interferometer and '*CS, mounted in beam II. The
counts of the O and H detectors (acquisition time: 30 s per point) are
shown as a function of phase-shifter angle for samples IN (solid
symbols) and samples OUT (open symbols). Fits to the sine curves
give an IN-OUT phase difference of Agg = —18.00° £ 0.10° as
averaged over the scans of run B, as compared to an empty-cell phase
difference measured in another run to be A¢g empry = —1.88°40.22°.
Note that the abscissa here represents the physical angle § of the Si
monocrystal phase-shifter in degrees, whose relation to ¢ is not
perfectly linear and has been duly taken into account in the data
analysis.

perfect Si crystal interferometer of skew-symmetric geometry,
which allows parallel samples to be placed perpendicular to
both paths of the split wavefunction. Figure 2 shows typical
interferometry data from our S18 experiment.

The neutron wavelength from the Si(220) monochromator
reflection was measured via diffraction from a single-crystal
Si sample at both dispersive and non-dispersive angles, and
found to be & = 1.9233(10) A. The A/2 contamination at this
wavelength is about 3% but does not affect the measured phase
difference A¢, and therefore nor the determined coherent



J. Phys.: Condens. Matter 20 (2008) 045221

H E Fischer et al

scattering length, since the detector counting rate oscillations
in ¢ coming from A/2 are synchronous with those from X
and merely have twice the period in ¢, so that each second
maximum is slightly reduced in amplitude.

The temperature of the closed room housing the
interferometer was measured to be 20.2°C (293.35 K) at one
point during the differential measurements comparing "'CS,
and '3CS, samples. By fitting a quadratic polynomial to
reported data for the mass density of CS, as a function of
temperature (Garcia Baonza et al 1989, Mopsik 1969), we find
p = 1.2632 g cm ™3 at 20.2°C, with an estimated uncertainty
of less than 0.001 gcm™. An estimated temperature
uncertainty of 1°C implies however an additional density
uncertainty of 0.0014 g cm™3. Our atomic number density is
then n = 0.02997(4) A73 at 20.2 °C, which we assume to be
the same for the ™CS, and 13CS, samples.

Each CS, sample was contained in a Hellma cell (type
404 QS) equipped with two Teflon stoppers. The interior
thickness D of the Hellma cells was quoted as 1.00(1) mm
(Weill 2007), whose 1% uncertainty is a principal limitation in
the precision of our measured scattering length difference Ab.
The two Hellma cells were thoroughly rinsed in acetone under
ultrasound, with care taken not to soil or abrade their optically
flat surfaces (gloves worn). We distinguished the two cells, one
used for " CS, and the other for '3CS,. Enough of each sample
was available to fill the ~0.7 cm?® cell volume. Only a minute
portion of each sample evaporated across the Teflon stoppers
over a 24 h period (estimate <0.1%).

The two cells were slid horizontally into suspended
position along a slot cut into a specially made Al sample
holder, and then gently fixed in place with set screws. The
sample holder was in turn suspended from an x—y—z translation
stage also permitting rotation about a vertical axis. A standard
calibration procedure was used to fix the samples in the proper
position and orientation. The sample cross-section in the cells
was about 20 mm wide by 25 mm high, comfortably larger than
the beam’s cross-section of about 5 mm wide by 6 mm high.

2.2. Measurement of interior thickness difference between the
two cells

Our differential interferometry measurement relies on the
two Hellma cells having an identical interior thickness D,
although this value of D may differ from its nominal value
of 1.00 mm. It is therefore necessary to measure accurately
a possible difference AD in interior thickness between the
two Hellma cells, which can be accomplished via photon
absorption measurements on a suitable liquid sample. We
used a UV-vis spectrophotometer that allows a simultaneous
comparative measurement of the absorption of two samples.
The standard definition for absorption,

absorption = —log,,(1/1), 2.2)

where [y and I are the incident and transmitted photon
intensities, takes into account the exponential dependence on
thickness. One can therefore measure the absorption of a liquid
placed in a Hellma cell by subtracting the absorption of the
empty cell. Furthermore, it is clear that a small difference in

0.07 T T T T T T
—— KMnO, sample’s nominal absojfption

0.06 | AD(Y) 16
—————— fit for AD = 0.0032(1) mm

0.04

interior thickness difference AD (mm)
absorption = -logyq(I/ly)

0.02 L L i L L L
500 510 520 530 540 550 560 570
photon wavelength A (nm)

Figure 3. Measured photon absorption for a 1:200 KMnO, aqueous
solution placed in the Hellma cells used for the neutron
interferometry experiment. The best fit indicates an interior thickness
difference of 3.2 £ 0.1 pum, i.e. 0.32%, between the two Hellma
cells.

absorption between two samples of the same material, divided
by their nominal absorption, is equal to the interior thickness
difference AD divided by the nominal interior thickness,
whence

AD = D x Aabsorption/absorption, (2.3)

where in our case D = 1.00(1) mm is the nominal interior
thickness of our two Hellma cells, and therefore AD is
the interior thickness difference of interest. For our photon
absorption sample, we used a 1:200 KMnO,4 aqueous solution,
since it manifests a convenient range of photon absorption over
a relatively narrow wavelength range. The two Hellma cells
were filled from the same syringe loading, one immediately
after the other, and then sealed, in order to assure identical
absorptivities of the KMnQOy solution. The two filled cells were
placed in the two sample positions of the spectrophotometer for
a comparative absorption measurement to deduce Aabsorption,
and then the two cell positions were exchanged, and an
average was taken to eliminate systematic errors between
the two sample positions (we found that there was a ~1%
systematic error in transmitted intensity between the two
sample positions). Empty cell runs were performed for both
configurations, as well as a background or ‘baseline’ run for
the empty spectrophotometer. Care was taken to assure parallel
alignment of the two cells, and the entire experiment was
repeated to confirm reproducibility.

Figure 3 shows our spectrophotometer results. We found
that the Hellma cell used for the "™CS, sample in the S18
experiment has a larger interior thickness by 3.2(1) wum,
which represents only 0.32% of the nominal interior thickness,
but results in a non-negligible correction to our neutron
interferometry results.

2.3. Interferometry results and discussion

There can remain an additional small systematic error in
optical path due to the sample holder presenting slightly
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different orientations for the two Hellma cell positions,
nominally perpendicular to the two trajectories of the split
wavefunction. We therefore performed two runs wherein the
two samples, each contained in its own Hellma cell, switched
positions between the two paths or legs (called beam I and
beam II) of the interferometer. We arbitrarily named run A
to be *CS, in beam I and ™CS, in beam II (resulting in
A¢ > 0), with run B being the other way around. Empty cell
runs were likewise performed for the A and B configurations.
One run consisted of about 20-25 phase-shifter scans, each
lasting about 45 min, allowing the completion of about one
run per day.

When sliding the cells in and out of the sample holder
for loading, emptying and switching purposes, care was taken
to reproduce accurately the cell positions. We obtained the
following results for the measured phase differences in the A
and B runs:

Apa = +17.20(11)° with A empry = +1.56(13)°

A¢p = —18.00(10)° with A@p empy = —1.88(22)°
leading to an average phase difference Ag¢,,, induced by the
presence of the '3CS, and "CS, samples,

Aqbavr = %[(A(ﬁA - A¢A,empty) - (A¢B - A¢B,empty)]
— 15.88(15)° = 0.2772(26) rad

which has a fractional uncertainty of only about 1% and is
independent of the small A/B-dependent systematic phase
shift Aga/g ~ £0.25°. In addition, since empty cells were
present in both beams I and II, any correction for air and
humidity within the open cells will cancel in this case.

As described later, we determined that the extra 3.2(1) um
of thickness for the ™'CS, sample leads to an extra phase
shift of Agexra = 0.0753(24) rad or 4.31(13)°, which must
therefore be subtracted from the value for A¢gy, giving the
corrected value for A¢ (note that Ag,, and A@eqa have
comparable experimental uncertainties):

AP = Apayr — Aexira
= 0.2772(26) rad — 0.0753(24) rad
— 0.2019(35) rad = 11.57(20)°.

By solving equation (2.1) for Ab and plugging in the values
for n, A and D, we obtain

Ab = %(EnatC - EISC) = A¢/(nrD)
= A¢ x 0.1735(18) fm, 2.4)

where byuc = 6.6484(13) fm as tabulated by Rauch and
Waschkowski (2002). The factor of one-third arises since
C accounts for exactly one-third of the atoms in the CS,
molecule. The roughly 1% uncertainty in the coefficient of A¢
stems almost entirely from the uncertainty in the Hellma cell
nominal interior thickness.

The measured A¢ = 0.2019(35) then gives a value of
6.543(2) fm for the apparent average '*C scattering length.
However, as discussed in section 3.5 below, our diffraction
results showed that the '3CS, sample was contaminated with
an H-containing compound equivalent to about 345 ppm

Table 1. Coherent and incoherent scattering lengths used in the
analysis of the CS, and CO, diffraction data, including the MD
simulations. The by, of the natural ‘isotopes’ is derived from the
incoherent scattering lengths of the component isotopes and the

variance of their coherent scattering lengths: var(b) = b* — b For
simplicity, here we assign absolute values to all bj,con (Se€

section 3.7). Note that the value listed here for b 13¢ differs from
our final value of 6.542(3) fm since it takes into account the isotopic
purity of the '3CS, and '3CO, samples. A change of 0.001 fm in
beon.13c engenders a change of about 0.015 fm in the value of
bincon,13¢ = 0.42(24) tm derived from our diffraction data, listed here
for completeness.

Isotope b (fm) bincon (fm)  Source

natg 2.847(1) 0.24(8) Sears (1992)

(0] 5.805(4) 0.0(2) Rauch and Waschkowski (2002)
natc 6.6484(13) 0.09(18) Rauch and Waschkowski (2002)
2c 6.6496(13) 0.0 This work

Bc 6.543(3) 0.42(24)  This work

of benzene, which reduced slightly the sample’s average
scattering length density in the interferometry experiment. By
correcting for this small effect, we obtain

bc in 13052 = 6.544 £ 0.002 fm

for the average scattering length of the C atoms in the '3CS,
sample. Now taking into account the estimated isotopic purity
of 98(1)% '3C as quoted by Cambridge Isotopes, we derive our
final result for the bound coherent scattering length of '*C:

beon,13¢ = 6.542 £ 0.003 fm,

which differs, beyond estimated experimental uncertainties,
from the standard tabulated value of 6.19 &£ 0.09 fm.

The '*CO, sample used in our diffraction experiments had
an estimated isotopic purity of 99(1)% '3C, which leads to an
average scattering length of 6.543(3) fm for its C atoms. Since
this is equal, within experimental uncertainty, to the above
value of 6.544(2) fm for the C atoms in the '3CS, sample, and
in the interest of simplicity, we have chosen to use 6.543(3) fm
as the average scattering length bj3c of the C atoms when
analyzing the diffraction data for both the '3CS, and '*CO,
samples (see table 1). This value of 6.543(3) fm corresponds
to a 98.9% isotopic purity for '3C, which is consistent with the
quoted isotopic purities of both our '*CS; and '3CO, samples.
Note that a change of 0.001 fm in b;3c engenders a change of
about 0.015 fm in biycon, 13¢ as derived from the diffraction data
analysis.

Using again the precisely known coherent scattering
length 6.6484(13) fm of ™'C, along with our result of
beon,13c = 6.542(3) fm, we can obtain a more accurate value
for the bound coherent scattering length of '>C:

bcoh,lZC = 6.6496 + 0.0013 fm,

as compared to the standard tabulated value of 6.6535(14) fm.

The neutron scattering length contrast is therefore only
0.108(3) fm between '3C and '’C, and only 0.106(3) fm
between *C and "C, which makes isotopic substitution
experiments on carbon particularly challenging.
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In order to determine the aforementioned extra phase
shift coming from the extra 3.2 um interior thickness of
the Hellma cell used for the "CS; sample, we needed an
absolute measurement of the total phase difference induced
by the ™'CS, sample alone. This absolute measurement will
also provide a value for bconnuc (although with much less
precision than for a differential measurement as described
above) that can be compared to the very precise tabulated value
for beoh natc, thereby confirming that there were no unknown
significant systematic errors involved in our interferometry
experiment.

We therefore performed a run (A configuration) on ™' CS,
in its cell in one leg versus '*CS,’s empty cell in the other
leg, which allows boaic = beohnarc to be measured, where
we make use of the tabulated value beons = 2.847(1) fm for
sulfur’s coherent scattering length. Duly subtracting Aga empty
and including the small A-dependent systematic phase shift
mentioned above, as well as a small correction for 992 mbar
of air and 40% relative humidity in the open empty cell
(Rauch and Werner 2000, section 3.4.1), we measured a phase
difference of 23.5261(46) rad = 267.95(26)°+3-360° induced
by the "™ CS, sample alone.

The extra phase shift resulting from the 3.2(1) wum
extra interior thickness is thus 23.5261(46) - 3.2/1000 =
Aexra = 0.0753(24) rad or 4.31(13)°, assuming 1.00 mm
as the nominal interior thickness. This result represents
0.0753/0.2772 ~ 27% of the uncorrected phase difference
between the "'CS, and '3CS, samples, and is therefore a
significant systematic correction.

During this absolute measurement on ™CS,, the
temperature in the interferometer room was measured to
be 22(1)°C, giving an atomic number density of n =
0.02990(4) A_3 for the sample. The derived coherent
scattering length for "™C is then 6.58(12) fm (again assuming
1.00 mm as the nominal interior thickness), which agrees
within experimental uncertainty with the standard tabulated
value of beohnuc = 6.6484(13) fm. Note that the
£0.12 fm precision in our result for beopnuc 1S in fact
larger than the scattering length contrast between ™'C and
13C, demonstrating clearly the advantage of performing a
differential interferometry measurement using both "™ CS, and
13CS, samples.

3. Neutron diffraction experiments to measure
bincon,13C

Neutron diffraction makes no analysis of the scattered neutron
energy at detection, and therefore measures the rotal scattering
differential cross-section per atom, do/dS2, that can be
expressed as the sum of two terms:

ol-[Ge). [Fel,
dQ(Q) B dQ(Q) distinct+ dQ(Q) self ( . )

where Q = (4 /1) sin(20) is the neutron wavevector transfer
at diffraction angle 26 and neutron wavelength A. The so-
called distinct term results from scattered wave interference
between distinct atoms in the sample, depends only on the

coherent scattering lengths, and carries all information about
the sample’s structure. Although the measured total scattering
intensity must be positive definite, the distinct scattering
contribution can be negative.

As Q — oo and the scattered waves from distinct
atoms lose phase correlation, the distinct term approaches zero
intensity, and thus the measured do/d€2 approaches the value
of the second term in equation (3.1). This asymptotic intensity
is called the self-scattering as it represents the isotopically
scattered intensity b*> from each atom individually, without
interference between atoms, and then averaged over all the
sample’s atoms. The self-term’s only Q-dependence stems
from inelasticity effects (Placzek 1952, Yarnell ef al 1973), that
cause a ‘Placzek falloff” of intensity according to a polynomial
of even powers in Q:

[d—"(@} =1+ PO+ P0O +--] (32
dg2 self

where the Placzek coefficients P, depend on the masses of
the sample’s atoms, and where the 0* and higher terms
can generally be neglected for atomic masses above 20 amu.
The self-scattering intensity can therefore be extracted from
neutron diffraction data by fitting the total scattering do /dS2
to a polynomial of even powers in Q. The distinct scattering
will simply contribute oscillations about this fit. The Q = 0
limit of the measured self-scattering can then be expressed as
an average over all N isotopes i having known concentrations
¢; in the sample (X¢; = 1):

N —_— J—
P=3cbl  and B =+ b (33)
i=1
where beon,i = Ei per usual. When all scattering lengths

are known, except for example bizncoh,l3C’ the latter can be
determined from diffraction data. Note that our technique
of unpolarized neutron diffraction provides only bizncoh and
therefore cannot resolve the sign of biyon, for which a neutron
polarization experiment is necessary (see section 3.7). For the
moment, we will consider bj,con to represent an absolute value
of the incoherent scattering length, in the interest of simplicity.
Table 1 lists the values of beop,; and bincon,; that we used for
analysis of our diffraction data.

Since the scattering lengths of "*C, '2C and '3C are very
similar, our measured diffraction patterns for CS, and CO,
will show only a small change from isotopic substitution. In
order to aid the cancelation of possible systematic errors, it is
thus advantageous to take the ratio of the measured diffraction
intensities or diffractograms. Moreover, the diffractogram ratio
will manifest smaller-amplitude oscillations coming from the
distinct scattering, permitting a more robust fit to the self-
scattering ratio, expressed for two samples ‘A’ and ‘B’ as

EA[l + PoaQ? + PoaQt + -]

Rsef(Q) = = (34)
b%[1+ PopQ?+ P4pQ* + |
which to first order in Q? becomes
Rar(Q) = (b25/D%8)[1 + (Pya — Pyp)Q* + -+ ]. (3.9
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Note that the resulting amplitude of the Placzek falloff is

weighted by the ratio in self-scattering intensities: b2 /EB.
The fit to R(Q) can be evaluated at Q = 0, to which

2 2
> Ci,A(bcoh,i,A + bincoh,i,A)
2 2 ’
D .CiB (bcoh,i,B + bincoh,i,B)

where the sums run over all isotopes and nuclear spin states of
the two samples, supposed for our purposes to be of identical
chemical composition. A precise measurement of Rej¢(0) then
allows equation (3.6) to be solved for an unknown scattering
length, in our case bizncoh,]3C'

To calculate the experimental uncertainties in derived
results, such as that for bjycon,13c derived from the diffraction
data, we have used standard error-propagation techniques via
evaluation of the differential dF" for a function F' of several
variables, where the experimental uncertainties in these input
variables are assumed to be uncorrelated. For simplicity,
we have chosen to quote the experimental uncertainties in
derived results as symmetric (£dF) rather than asymmetric
(_dﬂower/ + dFupper)~

A good fit to Ry r(Q) requires a sufficiently large range
in Q, whence the advantage of using short-wavelength or ‘hot’
neutrons. Our diffraction experiments were carried out at the
liquid diffractometer D4c (Fischer et al 2002) mounted on the
hot neutron source of the high-flux reactor at the Institut Laue—
Langevin (ILL) in Grenoble, France. The incident neutron
wavelength of about 0.5 A provided QOmax = 23.5 A_].
D4c is the ideal instrument for precise measurements of total
scattering intensity, having a counting rate stability of about
2 x 107* over three days, and a reproducibility in measured
diffraction intensity (for a given sample) of about 1073, The
accuracy of measurements at D4c is generally limited by
the sample quality/purity and by the precision of the sample
mounting/environment, not by the instrument itself.

Sections 3.1-3.3 describe the experimental method and
instrument characterization for our diffraction measurements.
Sections 3.4-3.6 discuss the analysis procedure for the CO,
and CS, diffraction data, which led to a value for biycon 13c
that is consistent with both data sets. The accuracy of our
obtained value biycon.13c = —0.42(24) fm is however limited
by an uncertainty in the amount of benzene contamination in
the '3CS, sample, and by an uncertainty in '3CO,’s molecular
number density near the critical point. Finally, section 3.7
discusses the spin-dependent scattering lengths of '3C and why
the sign of biycon, 13¢ 1S negative.

Rself(o) =

(3.6)

3.1. Diffraction data for liquid CS,

The same Helicoflex-sealed vanadium can (5.0 mmi.d./
5.2 mm o.d.) was used for both '*CS, and "*CS, samples.
In order to minimize any difference in multiple scattering
between the two samples, we filled each to the same height
of about 40 mm, using a syringe under a fume hood. As
CS; has a very high vapor pressure, we weighed each sample
(while sealed in the can) before and after its data runs, which
showed no mass loss within £0.01 g. Gloves were worn to
avoid contaminating the outside of the can with H-containing

0.45 T T T T

Reduced data for CS, (T,P = ambient) ]

035 E

0.3} ]
"alCs, (+0.05)

02F ]
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01Ff .

Diffraction intensity (barns/sr per atom)
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Figure 4. Neutron diffraction data for liquid CS, after subtraction of
background and vanadium container scattering, as well as corrections
for multiple scattering and attenuation. The apparent extra statistical
noise at the detector overlap regions is simply due to the type of
Q-binning used.

compounds. Each sample was mounted in the D4c vacuum
vessel or bell-jar by screwing the can’s bottom onto an M4
bolt atop the standard ‘candlestick’ fixed rigidly in place.
Dismounting and remounting of samples involved only the
screwing/un-screwing of this M4 thread, which assured the
same orientation of the sample can each time. Vertical beam-
defining slits, made of 10B,C, were placed a few centimeters
upstream of the sample to produce a beam height of 30 mm
centered on the sample height.

Data acquisition was organized in several (about ten) scans
of about 1 h duration each in order to compare successive
scans for stability checks. The temperature of the sample
support (about 20 cm from the sample) was measured with
a thermocouple inside the vacuum vessel. This temperature
would drop by about 1 K immediately after pumping, and then
over the next 20 min regain the stable range of 300.45 0.1 K
that persisted over the three days of the experiment. As
described in section 2.1, we calculate a molecular density of
0.009905(5) A™ for CS, at 300.45 K.

The neutron wavelength was measured to be 0.4977(2) A
using a standard Ni powder sample. Diffractograms were also
acquired for the empty bell-jar and the empty can, as well as a
vanadium standard for intensity calibration. Standard software
(Howe et al 1998) was used to correct the diffraction data
for attenuation and multiple scattering, as well as to subtract
properly the scattered intensities from background and empty
container. Figure 4 shows our reduced diffraction data for both
13CS, and "™CS, samples.

3.2. Stability and reproducibility of the diffraction
measurements

Since we needed to measure very small differences between
the diffraction intensities of the '*CS, and ™CS, samples, it
was necessary to confirm the stability and reproducibility of
the diffractograms as measured by the D4c instrument. The
counting rate stability of D4c during a given sample mounting
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Figure 5. Measured counting rate stability of the D4c diffractometer,
obtained for the liquid "™ CS, sample by dividing the second half of
an 18 h acquisition by the first half. This measured stability of

(0.4 £ 1.5) x 10~* over 9 h is consistent with the instrument’s
quoted stability of 2 x 10~* over three days.

is quoted as 2 x 10~* over three days (Fischer et al 2002), which
does not take into account possible variations in the sample
(e.g. temperature) during data acquisition. The reproducibility
of a diffractogram between two mountings of a given sample is
generally of order 10~3, depending on the nature of the sample
mounting.

Figures 5 and 6 show respectively the counting rate
stability and diffractogram reproducibility that we measured
during the CS, diffraction experiments. The results conform
to past experience with the instrument’s performance, and
are sufficiently good for the present diffraction study. These
experimental uncertainties were nevertheless duly incorporated
into the analysis of our diffraction data.

3.3. Diffraction data for liquid CO,

Bottled samples of isotopically enriched '3CO, (>98% '3C,
<1% "80) and >CO, (99.95% '>C) were purchased from
Cambridge Isotopes (MA, USA). The isotopic compositions
of the CO, samples were checked by mass spectroscopy and
found to agree with specifications. As mentioned earlier, in our
data analysis we have used the value 98.9% '3C for the isotopic
composition of the B3co, sample, resulting in the value for
bcon,13c shown in table 1. Using appropriate gas handling
equipment, the samples were loaded from their bottles into
a medium pressure aluminum cell that allows adjustment of
temperature and pressure up to 333 K and 100 bar and has
been described elsewhere (Neuefeind er al 2000). The '°B,C
vertical beam-defining slits, placed a few centimeters upstream
of the sample inside the D4c vacuum vessel or bell-jar, were
set to 40 mm height.

To change samples it was necessary to dismount the
pressure cell, recover the previous sample from the cell using
LN, cryopumping, and then follow a dilution procedure of
four successive fillings + ventings of the new sample into the
cell, which reduced the possible contamination by the previous
sample to less than 107, Care was taken to mount the cell in
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Figure 6. Measured diffractogram reproducibility of the D4c
diffractometer, obtained for the liquid "™CS, sample by remounting
the same sample and dividing a 2 h acquisition by the original 18 h
acquisition. The obtained reproducibility of (17.8 &2.3) x 10™* is
consistent with previous experience in using this diffractometer.

the same position after sample exchange: as discussed later,
our data analysis showed that our sample-mounting precision
was about 0.3 mm (horizontally), which was good enough to
reproduce the sample volume illuminated by the beam, since
the horizontal beam-defining slits were set sufficiently wide.

The experiments were carried out at a temperature of about
298 K and a pressure of about 66 bar, a state point in the liquid
stability field of carbon dioxide. The temperature of the sample
at the control thermocouple was very stable (within mK), but
a temperature gradient across the cell of 0.3 K was measured,
and we have estimated 298.1 K as the temperature at the center
of the sample for all the data runs.

Due to a slow mechanical relaxation of our gas handling
system (involving several meters of tubes and capillary) and
perhaps also a very small leak, the measured pressure of the
sample would decrease by 1 or 2 bar over a 24 h period. Data
acquisition was organized in runs of several (about ten) scans
of about 40 min duration to minimize the effect of pressure
drifts. During the '3CO, run the pressure slowly decreased by
0.5 bar, resulting in an average of 65.32 bar. For the first 12CO,
run, the downward drift was about 1.1 bar, for an average of
64.77 bar. The absolute accuracy of the pressure measurement
is estimated to be not better than 0.2 bar, but since we used the
same set-up for both samples possible systematic errors should
cancel out.

Because returning to exactly the same state point with
independently loaded samples is difficult, we performed a
second run on '>CO, at a slightly (2.5 bar) higher average
pressure of 67.28 bar (having downward drift of 0.3 bar),
which corresponds to a 2.2% higher density (Span and Wagner
1996) as compared to the first '2CO, run. Since the average
pressure of the '*CO, run was between those of the two
for '2CO,, an appropriate linear combination of the '>CO,
diffractograms reproduced the 65.32 bar average pressure for
the 13CO, diffractogram.

We could thus compare the '>CO, and '3CO, samples
at the same theoretical state point of 7 = 298.1 K and



J. Phys.: Condens. Matter 20 (2008) 045221

H E Fischer et al

0.7 F E
Reduced data for CO, (298.1 K, 65.32 bar)

Diffraction intensity (barns/sr per atom)

0.1} 1

Figure 7. Neutron diffraction data for liquid CO, at 298.1 K and
65.32 bar average pressure, after subtraction of background and
aluminum pressure cell scattering, as well as corrections for multiple
scattering and attenuation. Although the cell was pressurized with
weakly scattering argon for the empty cell run, the subtraction of the
pressure-dependent Al Bragg peaks is not perfect (~1% remaining
intensity), due to a sample-position reproducibility of only ~0.3 mm,
as well as some strain hysteresis.

P = 65.32 bar, for which the molecular density of "™'CO, is
n = 0.009 838(2) A73 (Span and Wagner 1996).

Since the intensities and positions of the Bragg peaks
from the Al pressure cell are dependent on pressure, we
performed scans for the cell pressurized with weakly scattering
Ar, serving as an ‘empty cell’ diffractogram, in addition
to empty bell-jar scans. The same flushing procedure was
used to remove the Ar sample before loading the '>CO,
sample, and later mass spectrometer analysis of the recovered
12CO, sample showed no (i.e. <0.1%) contamination by
Ar. No vanadium standard was run, and the data for the
two CO, samples were normalized by the same constant to
produce diffractograms conforming to their respective self-
scatterings. The neutron wavelength was measured to be
0.5021(2) A using a standard Ni powder sample. As for the
CS, diffraction experiments, the same software (Howe et al
1998) was used to correct the diffraction data for attenuation
and multiple scattering, as well as background and empty
container subtraction. Figure 7 shows our reduced diffraction
data for both '*CO, and '>CO, samples.

3.4. Preliminary analysis of CO, diffraction data

As described earlier, the measured diffractograms of the two
CO, samples were divided in order to facilitate the extraction
of their relative self-scattering intensities. Figure 8 shows the
resulting diffractogram ratio for the data of figure 7 where
the '2CO, and '3CO, samples were at the same pressure of
65.32 bar. We chose arbitrarily to divide always the '>C-
containing sample by the '*C-containing sample, since the
smaller mass of the '2C isotope leads to an intensity ratio
having a familiar Placzek decrease with increasing Q. The
approximately 1% falloff of the Placzek fit shown in figure 8 is
consistent with that expected from equation (3.5), taking into

data for 1ZCOZ/ 13CO2 (same pressure)
|

polynomial fit with Q% and Q* terms ----- ]
model ror 12C0, / "CO, With bjpeon, 3¢ = 1.21 fm
0.97 ‘ “\ . ) )
0 5 10 15 20 25

Q@A™

Diffraction intensity ratio

0.98f

Figure 8. Ratio of CO, diffractograms shown in figure 7. The
Placzek falloff is well fitted by a constant plus Q% and Q* terms,
giving a Q = 0 intercept of Ry ¢(0) = 0.999 62(24) and thence a
value of 1.21(25) fm for bincon,13c. However, the oscillation
amplitudes of the corresponding CO, model ratio are too large
compared to those of the data (ignoring the sharp S-shaped Bragg
peak residuals).

account the relative masses of the carbon isotopes. Applying
equation (3.6) to the fitted R r(0) ratio of self-scattering
intensities leads to an incoherent scattering length biycon, 13c =
1.21(25) fm, which is considerably larger than the standard
value of 0.52(9) fm from Glittli et al (1979).

In a parallel work (Neuefeind et al 2008) we have
used these same neutron diffraction data, coupled with x-
ray diffraction data taken at the same (7', P) state point,
to determine partial structure factors that allow a refinement
of pair potentials for CO, in molecular dynamics (MD)
simulations. These simulations produce a structural model
for CO, under our experimental conditions. We have then
calculated the neutron diffraction patterns for 12CQ, and *CO,
expected from this model using 1.21 fm for bincon 13c as well
as the other scattering lengths listed in table 1. The resulting
model ratio is plotted in figure 8, and exhibits distinct-term
oscillations that are considerably larger than those of the data
ratio.

A smaller input value for bjycon,13c, coming from a larger
value of R r(0), leads to smaller oscillation amplitudes in the
model ratio. However, the needed change in R¢(0) is beyond
the estimated reproducibility of our diffraction intensities.
For example, we determined that the S-shaped Bragg peak
residuals of the data ratio are due to a 0.3 mm horizontal
shift in sample position between the '>CO, and '*CO, runs.
This sample-mounting imprecision cannot however account
for a significant change in the beam-illuminated pressure cell
volume, since even a 0.1% change in its diffraction intensity
greatly increases the integrated intensity of the Bragg peak
ratio residuals, which should remain close to zero. Therefore,
one cannot explain the obtained large value of biycon 13¢ =
1.21(25) fm as due to a change in diffraction intensity from
the pressure cell.

We conclude that this preliminary analysis of our
CO, diffraction data produces a value for bjncon 13c that is
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Figure 9. Ratio of CS; diffractograms shown in figure 4. A fit to the
data ratio shows a strong divergence from the expected Placzek
falloff derived from the CO, data ratio of figure 8, which is a sign of
contamination by an H-containing compound in the '*CS, sample
since its intensity appears in the denominator of the data ratio.

considerably greater than the currently accepted value, and
which leads to a model ratio showing distinct-term oscillations
that are inconsistent with the data.

3.5. Analysis of CS, diffraction data

Figure 9 shows the diffractogram ratio for the data of
figure 4, where "*CS, has been divided by *CS,. Also
shown is the expected Placzek falloff from the carbon mass
difference, calculated by scaling the Q2 and Q* terms found
for '2C0,/'3CO, in figure 8 by the ratio of self-scatterings
for CS, compared to CO; per equation (3.4), since S scatters
considerably less than O. It is clear that the data ratio does not
correspond at all to the expected Placzek falloff but diverges
upwards with a shape that resembles an inverted version of
the stronger Placzek falloff of hydrogen. This upturn strongly
suggests contamination by an H-containing compound in the
13CS, sample since its intensity appears in the denominator.
As mentioned earlier in section 2.1, benzene is a frequent
contaminant in CS,, and would be more difficult to eliminate
from isotopically enriched samples that generally can be
produced only in very small quantities.

We therefore prepared a sample of ™'CS, containing
1955 ppm of benzene and measured its diffractogram.
By taking linear combinations with the diffractogram of
the uncontaminated "*CS,, we can construct a "CS,
diffractogram that reproduces the H-contamination of the
13CS, sample. The Placzek falloff of the data ratio should then
conform to expectations. Even if the contaminant in the *CS,
is not benzene, the important factor is the amount of H in the
sample, due to its very large incoherent scattering cross-section
of 80.3 b that dominates the self-scattering of other atomic
species. Obviously then, even a small amount of H can have an
appreciable effect on the value of Ry ¢(0) obtained by fitting
the data ratio.

Figure 10 shows a data ratio for which the equivalent
amount of benzene in the "™CS, has been adjusted to 185 ppm

10
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Figure 10. A diffractogram equivalent to a 185 ppm benzene
contamination in the "CS, sample leads to a data ratio giving a

Q = 0 intercept of Ry;(0) = 0.998 87(24) and thence a value of
1.21(9) fm for bipcon,13c, the same as obtained from the preliminary
analysis of the CO, data. This 185 ppm data ratio does not however
agree with the expected Placzek falloff included in the corresponding
CS, model ratio.

in order to produce an Rg(0) that leads to the same value
for bincon.13c (here 1.21(9) fm) as that obtained from the
CO, data ratio of figure 8. Also shown is the model ratio
obtained for bipcon,13c = 1.21 fm (and using table 1) from
our molecular dynamics (MD) simulations of CS, (Neuefeind
et al 2008) where we have included the expected Placzek
effect. As was the case for CO,, the MD simulations for
CS, use pair potentials that have been refined with respect to
the partial structure factors obtained by combining our CS;
neutron diffraction data with x-ray diffraction data. Although
the data ratio’s oscillation amplitudes agree reasonably well
with those of the model ratio in figure 10, there remains a
significant departure from the Placzek falloff, which suggests
that the equivalent benzene contamination of the '3CS, is
greater than 185 ppm.

Figure 11 shows a data ratio for which the equivalent
amount of benzene in the "™CS, has been adjusted to 345 ppm
in order to produce the expected Plazcek falloff in the data
ratio. However, the fitted Rys(0) intercept then leads to a
value of 0.42(16) fm for bincon,13c, about a factor of three
smaller than the value obtained from the preliminary analysis
of the CO, data. Nevertheless, the model ratio for bjpcon,13c =
0.42 fm exhibits oscillations that agree well with those of the
345 ppm data ratio, which constitutes a certain level of self-
consistency in the result.

In order to test the sensitivity of our result for biycon, 13¢ tO
the precision of the Placzek fit to the data ratio, we refitted the
CO, data ratio of figure 8 by using only a Q2 term. We then
found that an equivalent benzene contamination of 360 ppm
would produce a data ratio for CS, whose Q2 coefficient, when
fitted with only a Q7 term, matched that expected from the
CO, data ratio. The resulting Ry:(0) for 360 ppm led to a
value of 0.22(31) fm for bincon,13c, i.e. 0.2 fm smaller than
that for 345 ppm fitted with both Q2 and Q* terms. Although
the inclusion of a Q% term cannot be firmly justified, we were
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Figure 11. A diffractogram equivalent to a 345 ppm benzene
contamination in the " CS, sample leads to a data ratio having the
expected Placzek falloff. The fitted Q = 0 intercept of

R.ir(0) = 1.020 67(22) gives a value of 0.42(16) fm for bipcon,13c, as
compared to the 1.21(25) fm value resulting from the preliminary
analysis of the CO, data. The oscillation amplitudes of this 345 ppm
data ratio also conform well to those of the corresponding CS, model
ratio.

impressed that adjustment of a single parameter (the ppm of
benzene) allowed both the Q% and Q* coefficients to converge
towards the values expected from the CO, data ratio. We
therefore prefer to retain the Placzek fits using both a Q?
and Q* term for the CO, and CS, data ratios, which leads to
345 ppm equivalent benzene and bjncon,13c = 0.42(16) fm as
already described.

The 360 ppm result for bincon,13¢ does however provide a
good estimate for the uncertainty involved in ‘tuning’ the ppm
level of equivalent benzene contamination, producing a change
of 0.2 fm in bineon13¢c as compared to the value obtained by
using 345 ppm. This ‘ppm uncertainty’ of £15 ppm benzene
turns out to be the largest contribution to the final +0.24 fm
uncertainty in the obtained bound incoherent scattering length
of 13C from the CS, diffraction data:

|bincon,13c| = 0.42 £ 0.24 fm,

where we have included explicitly the absolute value signs,
since our diffraction experiments cannot alone resolve the
sign of bincon.13¢ (see section 3.7 below). The second largest
contribution to the uncertainty in biycon, ;3¢ comes from the
sample remounting precision of figure 6, for which a change of
0.001 78 in Rys(0) leads to a change of 0.11 fm in bincon, 13-
For comparison, the 0.003 fm uncertainty in the input value
6.543 fm for b.oh, 13c (see table 1) leads to a change of only
0.045 fm in bincoh,lSC-

3.6. Re-analysis of CO, diffraction data

Recalling that bipcon, 13c = 1.21 fm did not lead to a model ratio
that matched the data ratio for '2CO,/'*CO,, we generated a
model ratio using the 0.42 fm value for biycon, 13¢ Obtained in the
CS, diffraction data analysis. Employing again the technique
for linear combinations of the two '2CO, runs at different
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Figure 12. A diffractogram for '>CO, equivalent to a 2.04% higher
average pressure (giving a 1.16% higher molecular density) leads to a
data ratio having a Q = 0 intercept of R (0) = 1.01117(26) and
thence a value of 0.42(72) fm for biycon,13¢ that agrees with the value
of 0.42(24) fm obtained from the CS, data of figure 11. In addition,
the oscillation amplitudes of this higher pressure data ratio are
consistent with those of the corresponding CO, model ratio. The
discrepancy in oscillation phase between data and model, occurring

at 1-2 A_], can be partially attributed to the 0.3 mm shift in sample
position between the '?CO, and *CO, runs. The fit to the Placzek
falloff gives essentially the same Q dependence as shown in figure 8.

pressures, we constructed a '>?CO, diffractogram equivalent to
2.04% higher pressure, giving a data ratio whose fitted Rej¢(0)
led to a value of 0.42(72) fm for bincon,13c. The resulting data
ratio and model ratio are shown in figure 12. As compared to
the earlier results of figure 8, here the model ratio oscillations
have amplitudes that are consistent with those of the data. The
small discrepancy in oscillation phase around 1-2 A s partly
explained by the 0.3 mm shift in sample position that we noted
between the '2CO, and '*CO, runs. Note that the Placzek
falloff is insensitive to the pressure increase, and its fit gives
essentially the same Q dependence as shown in figure 8.

It only remains to show that a 2.04% higher pressure
for '2CO, is required to produce the same molecular density
as for 13CO,, since our data analysis assumes that the two
molecular densities are the same. At this 2.04% higher pressure
of 66.65 bar, the '>CO, sample has a 1.16% higher molecular
density (0.009 952(2) A7 as compared to that of the '2CO,
sample at 65.32 bar (0.009 838(2) AfS) shown in figure 8
(molecular densities from (Span and Wagner 1996)). We
therefore need to explain why '3CO, would have a 1.16%
higher molecular density than '>CO, at a given pressure in our
experiments.

For a system of atoms interacting via a given set of
potentials, classical statistical mechanics predicts that the
structure, as measured by diffraction, is independent of
the masses of the atoms (e.g. Egelstaff 1992 sections 5.3
and 8.4). Any measured changes in structure (including
atomic or molecular number density) resulting from isotopic
substitution are therefore called ‘quantum effects’, which
can be conveniently observed via x-ray diffraction since the
scattering lengths are independent of isotopic mass. For
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instance, a 1.6% change in the measured x-ray diffraction
intensity has been observed for D,O versus H,O (Tomberli
et al 2000), resulting from a 0.5% molecular density difference
(Badyal et al 2002) at ambient conditions.

A general conclusion resulting from these QM-effect
experiments is that the heavier isotope sample tends to have
a more ordered structure, since its QM zero-point motion
amplitude is smaller. Recall that at room temperature bending
and stretching modes of molecules such as CO, can be close to
the QM ground state. One would therefore expect the '3CO,
sample to have a slightly higher molecular number density at
a given T and P, which goes in the right direction to explain
our diffraction data. However, a molecular density difference
of 1.16% is about a factor of two larger than that observed for
D,O versus H>O, and furthermore, the '*C/'2C mass ratio is
much smaller than for D/H.

Our CO, experiments were however performed relatively
close to the critical point of ™CO, (T, = 304.12 K, P, =
73.77 bar) at a molecular density of about 1.5 times that of
pc. Our samples were therefore quite compressible, which
should render them more susceptible to QM effects. To get
an estimate of this factor, consider the difference between the
critical points of H,O (T, = 647.096 K, P. = 220.64 bar)
and D,0O (T, = 643.847 K, P. = 216.71 bar). The molecular
density of H,O at D,O’s critical point is 50% higher than for
H,O at its own critical point (Span and Wagner 1996).

Furthermore, at a temperature 2% below H,O’s T, and
close to the gas/liquid equilibrium line, analogous to the
situation for our CO, experiments, the molecular density
difference between H,O and D,O is still 6.6%. Now, the
molecular mass ratio for D,O/H,0 is 20/18 1.111
(i.e. 11.1%), whereas for '3C02/12C02 it is only 45/44 =
1.0227 (i.e. 2.27%). Scaling by this difference in average
molecular mass ratios, one could expect something like a
6.6% x(2.27/11.1) = 1.35% difference in molecular density
between '3CO, and '>CO, due to QM effects at the (T, P)
of our diffraction experiments, which corresponds to slightly
more than we have observed. As mentioned in the introduction,
however, the carbon atom’s central position in the CO;
molecule would tend to reduce QM effects from '*C/'>C
substitution, since its mass is not a factor for symmetric
vibration modes at least, whereas the H and D isotopes appear
at the extremities of the water molecule. On the other hand,
we could expect some enhancement of QM effects in our
CO, diffraction results, since the experiments were performed
at an absolute temperature about half that of the analogous
H,0O/D,0 temperature.

In any case, a higher molecular density for '*CO,
versus '2CO, remains speculative in the absence of direct
measurements to this purpose. We can however propose that
the value of bipcon,13c = 0.42 £ 0.24 fm obtained from our
CS, diffraction data is likely to be consistent with our CO,
diffraction data once account is made of QM effects arising
from the isotopic mass difference. Note that the CS; molecular
density would be much less affected by QM effects than CO,
because of a larger molecular mass and a much greater distance
from criticality.
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3.7. The spin-dependent scattering lengths b, b_ and the
Sign Ofbincoh

The incoherent scattering of an isotope comes from its possible
nuclear spin / that may be projected either parallel or anti-
parallel onto the incident neutron’s spin. For I # 0, this
leads to two spin-dependent scattering lengths by (up) and
b_ (down). In our case of a non-polarized scattering system,
the isotope’s coherent and incoherent scattering lengths can be
expressed as

beon = b = 211111 i+ 211 “b- 3.7)
and 2 a4 2
incoh = m(lh —b-) (3.8)
giving
bincoh = M(Iu —b.) (3.9)

2r+1)
upon applying the standard sign convention for bj,con. The zero
spin of the isotope '?C results in biyeon.12c = 0, whereas '3C
has I = 1/2 and leads to the following expressions:

beon,13c = bisc = 3bi13c + 1h-13¢ (3.10)

and

Dincon, 13¢ = T(b+13c —b_13c) (3.11)

which are easily solved for the spin-dependent scattering

lengths,
|

V3

3

V3
There appears to be good agreement in the literature that the
sign of 13C’s incoherent scattering length is negative, implying
bii1sc < b_j3c. The currently accepted value of bincon 13c =
—0.52(9) fm from Glittli et al (1979) is consistent with the
theoretical result of —0.4 fm by Normand (1977) and has the
same sign as the value of —0.26 fm deduced from the work of
Aleksejevs et al (1998).

On adopting this negative sign, the final value from our
diffraction data becomes

bi13c = beon,13¢ + —=bincon, 13¢ (3.12)

and

b_13¢ = beon,13c — —=Dincon, 13C- (3.13)

bincon,13c = —0.42 £ 0.24 fm,

and thus by 3¢ —b_13¢c = —0.97(55) fm from equation (3.11).
Using our result for beon, 13 6.542(3) fm and
equations (3.12) and (3.13), we can then derive spin-dependent
scattering lengths of

bi13c = 6.30(14) fm and b_13c = 7.27(42) fm,

which are not very consistent with the values of bij3c =
5.6(5) fm and b_j3c = 6.2(5) fm as tabulated by Rauch
and Waschkowski (2002) and derived from the data-fitting

calculations of Aleksejevs ef al (1998). By contrast, the result
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of Glittli et al (1979) for bijzc — b_13c = —1.2(2) fm,
when combined with our value for beop 13c, leads to byj3c =
6.24(5) fm and b_3c = 7.44(16) fm, which are consistent
with our values for the spin-dependent scattering lengths, as
expected.

We can also use our value for bjpcon,13c = —0.42(24) fm
to calculate the expected incoherent neutron scattering cross-
section of natural carbon: Gincoh natc 4nbi2nmh’natc, or
equivalently its thereby defined incoherent scattering length
Dincoh,narc-  Using our results for beop 13c = 6.542(3) fm and
beon,12c = 6.6496(13) fm, and the isotopic concentrations of
1.11% '3C and 98.89% '>C, we easily calculate an isotopic
variation contribution of only 4w var(b,,) = 0.016 mb, as
compared to '3C’s spin contribution of 47 b, ., 13 X 0.0111 =
0.24(28) mb, leading to a total Oipcohnarc = 0.26(28) mb.
This value is consistent with the standard tabulated value of
1(4) mb (Sears 1992). In terms of incoherent scattering length,
we obtain bipconnac = 0.045(24) fm, which agrees with the
standard value of 0.09(18) fm listed in table 1.

4. Summary and conclusions

Motivated by the need for accurate values of carbon’s neutron
scattering lengths, especially as regards neutron diffraction
with isotopic substitution (NDIS) studies, we undertook
neutron interferometry and neutron diffraction experiments
involving '*C-substituted liquid CS, and liquid CO, samples.
Our interferometry result of beon 13c 6.542(3) fm for
the bound coherent scattering length of '3C differs, beyond
estimated experimental uncertainties, from the -currently
accepted value of 6.19(9) fm measured by Koester et al (1979).
Our result is however entirely consistent with the value of
6.56(3) fm obtained by Young et al (1997) via structural
refinement of the single-crystal neutron diffraction intensity for
a partially '3C-substituted organic molecule.

Having paid particular attention to the data analysis and
to the control of possible experimental errors, we propose our
result of beop,13¢ = 6.542(3) fm as a new standard value for the
bound coherent neutron scattering length of the '3C isotope.

Concerning our neutron diffraction result of bincon.13c =
—0.42(24) fm for the bound incoherent scattering length of
13C, its accuracy is limited by the chemical purity of the '*CS,
sample, and by knowledge of the molecular density of *CO,
close to its critical point. We note simply that our value
for bincon, 13¢ i completely consistent with both the standard
tabulated value of —0.52(9) fm obtained by Glittli ef al (1979),
and with the theoretical result of —0.4 fm by Normand (1977).

The results presented here lead to a bound coherent
scattering length contrast between '3C and "C of only
0.106(3) fm, more than a factor of four smaller than given by
standard tables, but consistent with previously attempted NDIS
studies, and sufficient to permit a determination of partial
structure factors when combined with x-ray diffraction data
Neuefeind er al (2008).
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